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1. Abstract
1.1.	Background

Prediction of  liver cancer risk is beneficial to define high-risk popu-
lation of  liver cancer and guide clinical decisions. We aimed to review 
and critically appraise the quality of  existing risk-prediction models 
for liver cancer. 

1.2.	Methods

This systematic review followed the guidelines of  CHARMS (Check-
list for Critical Appraisal and data extraction for systematic Reviews 
of  prediction Modelling Studies) and Preferred Reporting Items for 
Systematic Reviews and Meta (PRISMA). We searched for PubMed, 
Embase, Web of  Science, and the Cochrane Library from inception 
to July 2020. Prediction model Risk Of  Bias Assessment Tool was 
used to assess the risk of  bias of  all potential articles. A narrative 
description was conducted. 

1.3. Results

After removal irrespective and duplicated citations, 20 risk prediction 
publications were finally included. Within the 20 studies, 16 studies 
performed model derivation and validation process, two publications 
only conducted developed procedure without validation and two ar-
ticles were used to validate existing models. Discrimination was ex-
pressed as area under curve or C statistic, which was acceptable for 
most models, ranging from 0.64 to 0.96. Calibration of  the predic-

tions model were rarely assessed. All models were graded at high risk 
of  bias. The risk bias of  applicability in 13 studies was considered 
low. 

1.4. Conclusions

This systematic review gives an overall review of  the prediction risk 
models for liver cancer, pointing out several methodological issues 
in their development. No prediction risk models were recommended 
due to the high risk of  bias.

1.5. Systematic review registration: This systematic has been regis-
tered in PROSPERO (International Prospective Register of  Systemic 
Review: CRD42020203244).

2. Background

Liver cancer is the sixth most frequently diagnosed cancer and the 
second largest cause of  cancer deaths worldwide, with an estimat-
ed 0.91 million cases and 0.83 million deaths in 2020, nearly half  
occurring in China [1]. The prognosis of  patients diagnosed with 
liver cancer is generally poor, with a 5-year survival rate of  less than 
20% [2].  Liver cancer screening for individuals at high-risk for liver 
cancer is beneficial to diagnose as an early stage, and further, prolong 
survival [3-7]. Risk-based prediction models play an important role in 
identifying the target population.

More recently, a number of  risk prediction models have been devel-
oped to predict the risk of  liver cancer development [8-11]. Accurate 
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prediction of  liver cancer risk can not only facilitate screening pro-
grams but optimize the utilization of  healthcare resources. Briefly, a 
prediction model is a statistical equation based on multiple predic-
tors. A key stage of  prediction model research is model development 
[12]. In this step, several risk factors associated with the development 
of  liver cancer were identified initially, and further, the hazard of  
each risk factor related to liver cancer was calculated. The second-
ary stage is model validation. The common methods to validate the 
accuracy of  the prediction models were cross-validation, bootstrap 
resampling, and external validation in an independent cohort. Dis-
crimination and calibration are used to measure the performance of  
a prediction model. Several reviews have summarized the risk predic-
tion models for lung cancer [13], colorectal cancer [14], and prostate 
cancer [15]. However, the quality of  liver cancer prediction models 
remains unknown.

Consequently, a systematic review was conducted to identify and 
critically appraise published multivariable prediction models for liver 
cancer. We aimed to describe their characteristics, and understand 
methodological pitfalls. This study will help to determine future ef-
forts in this field. For potential bias consideration, the Prediction 
model Risk Of  Bias Assessment Tool (PROBAST) was utilized to 
assess the bias risk of  the methodological features of  studies [16]. 

3. Material and Methods
3.1. Study design 

This systematic review adhered to the CHARMS (Checklist for criti-
cal Appraisal and data extraction for systematic Reviews of  prediction 
Modelling Studies) [17] and the PRISMA (Preferred Reporting Items 
for Systematic Reviews and Meta) [18] guidelines (see the PRISMA in 
the Support information). The protocol for this study was registered 
on PROSPERO database (registration number: CRD42020203244).

3.2. Inclusion and Exclusion criteria

All study reporting on the development, validation, or updating of  a 
multivariable model involving at least two predictors to forecast the 
risk of  the occurrence of  liver cancer were included. The detailed 
description of  the inclusion criteria was presented as followed by the 
PICO (s) (i.e.,: participants, intervention, comparator, and outcomes) 
criteria:

1. Participants: We included studies that recruited population aged 18 
years and older but not prior diagnosed with liver cancer. Study was 
not considered if  the proportion of  patients that received any treat-
ment (i.e.: transplant or anti-virus therapy) was over 20%.

2. Intervention: Not applicable.

3. Comparator: Not applicable.

4. Outcomes: The occurrence of  liver cancer.

5. Study designs: Study types included retrospective cohort, prospec-
tive cohort and case-control designs.

The external validation risk prediction models in another indepen-

dent dataset were considered original studies but have to provide ac-
ceptable measures of  model performance. 

We excluded the non-original study (commentaries, reviews, editori-
als, guidelines, case-report, and letters), methodological studies, and 
conference abstract. Non-human studies, without full text, only lo-
gistic regression without a prediction model, failure to report any 
performance measures were also excluded.

3.3. Literature search 

A systematic search for articles in four electronic international da-
tabases, including PubMed, Embase, Web of  Science, and the Co-
chrane Library, was performed. All the original English publications 
from inception until 31 July 2020 were searched without any restric-
tion of  countries. A reference list of  each eligible article was also 
independently screened to identify additional studies left out based 
on the searching strategy. The following terms were used to identify 
prediction models in PubMed: (risk assessment OR risk prediction 
OR risk score OR risk calculation OR prediction model OR predict 
index OR decision rule OR discrimination OR ROC Curve OR cali-
bration OR AUC OR area under the curve OR machine learning OR 
neural networks computer OR artificial intelligence OR Risk estima-
tion OR Nomogram OR Scoring System OR outcome prediction 
OR risk classification OR forecasting OR forecast OR decision tree 
OR predictive score OR validat*). The detailed search strategy can be 
found in the Supplementary document (Supplementary Panel 1-4). 
Two researchers (MM C, H L) did the literature search independently.

3.4. Study selection and Data extraction

The selection process was executed as followed based on the pre-
defined eligibility criteria: at the first step, titles and abstract of  all 
papers retrieved by the search strategy were screened for relevance 
individually, and those irrelevant were discarded. In the second step, 
two reviewers independently screened full-texts related to our theme. 
Any disagreement was resolved by discussion or by consulting a third 
author until consensus was reached. 

A standardized extraction form was created by our organizing com-
mittee following recommendations of  the CHARMS checklist. The 
same reviewers independently extracted data. Data were extracted 
based the following items: article information (e.g., author, year of  
publication, country of  publication), source of  data, study design 
(e.g., prospective or case-control), duration of  follow-up, participants 
characteristic (e.g., age, gender, the inclusion and exclusion criteria), 
sample size (e.g., number of  participants, number of  patients with 
the target event), predictors candidate, predictors in the final models, 
methods for selection of  predictors in prediction models, (e.g. cox 
regression, neural network), handling of  categorical and continuous 
variables, handling of  missing data, model performance (e.g., cali-
bration, discrimination, sensitivity, specificity, and classification mea-
sures), model presentation, model evaluation (internal and external 
validation).
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3.5. Assessment of  study quality and statistical analysis

The quality of  the included studies was appraised upon PROBAST, 
a risk of  bias assessment tool. It has four domains: participants, pre-
dictors, outcomes, and statistical analysis. Questions are answered 
with yes, probably yes, probably no, no, and no information, depend-
ing on the characteristics of  the study. A domain contains at least one 
question marked as no or probably no, and the overall risk of  bias 
was rated to be at high risk. The overall risk of  bias is graded as low 
risk only all domains were considered low risk. Other circumstance 
was rated unclear. Applicability was assessed upon the first three do-
mains. Two researchers (MM C, H L) independently assessed the risk 
of  bias, and verified the accuracy by a third author. A narrative de-
scriptive analysis was conducted to summary the basic characteristics 

of  the included studies due to the substantial heterogeneity.

4. Results
4.1. Study selection 

After removal of  duplicates, a total of  13,612 articles were recruited. 
Of  these, 13,467 records were deleted after titles and abstract screen-
ing. The remaining 145 potential studies were further checked for 
full-text and only 20 studies were included finally. 125 publications 
were excluded for the following reasons: seven articles were excluded 
as conference abstract or non-original study; 81 articles were exclud-
ed based on the questions related to the models, including not pre-
diction models, only consisting of  single predictor, model application 
or not liver cancer prediction. 40 articles were removed due to the 
study population (see Figure 1 for a flowchart). 

Figure 1: Preferred reporting items for systematic reviews and meta-analyses flowchart for study selection

4.2. Basic characteristics of  prediction models 

Table 1 and Supplementary Table 1 presents the main characteristics 
of  included studies. All reports were conducted between 2009 and 
2020. Most of  these studies were conducted in China (N=10, 50%), 
[8, 11, 19-25] USA (N=3, 15%), [26-29] Korea (N=2, 10%),[30, 31] 
and Japan (N=2, 10%) [32, 33]. Among all the observational studies, 

15 were prospective cohort study and four were retrospective cohort 
study. And only one study was case-control study. Most were con-
ducted at high risk population, including patients with seropositive 
hepatitis B surface antigen, chronic hepatitis C virus infection and 
cirrhosis. Only two studies were initiated based on data from general 
population [29, 33].
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Table 1: Basic characteristics of  the prediction models for liver cancer

Author, year Study design Country Modelling method Predictors in the final model Follow-up Sample size

Yuen 2009 [24]
Prospective 
cohort

Chin a
Cox proportional hazard 
model

Age, sex, HBV DNA levels, core 
promoter mutations, cirrhosis

Mean: 76.8 months 820

Wong 2010 [8]
Prospective 
cohort

China
Cox proportional hazard 
model

Age, albumin, bilirubin, HBV 
DNA, cirrhosis

Median: 9.94 
(10.53)† years

1,005(424)

Yang 2011 [23]
Prospective 
cohort

China
Cox proportional hazard 
model

Age, sex, ALT, HBeAg status, 
HBV DNA level

Median: 12.0 (7.0)¶ 
years

3,584(1,505)

Michikawa 
2012 [33]

Prospective 
cohort

Japan
Cox proportional hazard 
model

Age, sex, alcohol consumption, 
BMI, diabetes, coffee 
consumption, HBV, HCV 

Mean: 12.6 months 17,654

Wen 2012 [29]
Prospective 
cohort

USA
Cox proportional hazard 
model

Age, sex, smoking, alcohol 
drinking, physical activity, 
diabetes, AST, ALT, AFP, HBV, 
HCV

Mean: 8.5 years 130,533

Tseng 2013 [22]
Prospective 
cohort

China
Cox proportional hazard 
model

HBV DNA and HBsAg levels Mean: 14.9 years 2,165

Lee 2013 [20]
Prospective 
cohort

China
Cox proportional hazard 
model

Age, sex, HBeAg status, HBV 
DNA level, ALT, HBsAg level, 
genotypes C, family history

Person years: 
53,551

3,340

Singal 2013 
[28]

Prospective 
cohort

USA
Machine learning and Cox 
regression model

AST, ALT, the presence of ascites, 
bilirubin, baseline AFP level, and 
albumin

Median: 3.5(5.7) 
years

442 (1,050)

El-Serag 2014 
[26]

Prospective 
cohort

USA Logistic regression model
AFP, platelets, ALT, interaction 
terms along with age at time of 
AFP test

NR 11,721 (5,760)

Flemming 2014 
[34]

Prospective 
cohort

Canada
Cox proportional hazard 
model

Age, sex, diabetes, race, etiology 
of cirrhosis,  severity of liver 
dysfunction

Person-years: 
36,719 (30,295)

17,124 (17,808)

Lee 2014 [19]
Prospective 
cohort

China
Cox proportional hazard 
model

Age, ALT, the ratio of aspirate 
aminotransferase to ALT, HCV 
RNA levels, cirrhosis, HCV 
genotype

Person-years: 
14,821(2,265)

975 (572)

Hung 2015 [11]
Prospective 
cohort

China
Cox proportional hazard 
model

Age, sex, ALT, CLD, family 
history of HCC, smoking

Median; 18.8 (18.8) 
years 

8,252(4,125)

Ganne-Carrié 
2016 [35]

Prospective 
cohort

France
Cox proportional hazard 
model

Age, alcohol intake, platelet 
count, GGT, absence of SVR

Median 49.0 (54.4) 
months

720 (360) 

Rau 2016 [21] Case-control China
Machine learning and 
logistic regression 

Alcoholic cirrhosis, cirrhosis, 
viral hepatitis, chronic hepatitis, 
hyperlipidemia. 

________ 1,442(618)

Aoki 2017 [32]
Prospective 
cohort

Japan
Cox proportional hazard 
model

Age, sex, AFP, VTQ, FPG*
Median: 51.6 
months

1,808

Chung 2017 
[30]

Retrospective 
cohort

Republic of 
Korea

Logistic regression model
Age, sex, cirrhosis, AFP levels 
and positive US test 

Median: 62 (63) 
months

2,087 (2,088)

Zhang 2019 
[25]

Retrospective 
cohort

China Logistic regression model
Age, etiology of cirrhosis, sex and 
platelets

Mean: 32.4 months 520

Ioannou 2019 
[27]

Retrospective 
cohort

USA
Cox proportional hazard 
model

Age, sex, BMI, diabetes, platelet 
count, serum albumin, serum 
AST/ALT ratio

Mean: 3.7 years 23,243

Demirtas 2020 
[49]

Retrospective 
cohort

 Turkey ________
Age, etiology of cirrhosis, sex, 
and platelet

Mean: 58.1 months 403

Sinn 2020 [31]
Prospective 
cohort

Korea
Cox proportional hazard 
model

Age, sex, smoking, diabetes, TC 
level, ALT

Median: 8.0 (4.6) 
years

467,206 
(91,357)

Abbreviation: HBV, hepatitis B virus; HBeAg, hepatitis B envelope antigen; ALT, alanine aminotransferase; AST, aspirate aminotransferase; BMI, 
body mass index; AFP, alpha-fetoprotein; HBsAg, hepatitis B surface antigen; CLD, chronic liver disease; SVR, sustained virological response; 
GGT, gamma-glutamyl transpeptidase; VTQ, Virtual touch quantification; FPG, fasting plasma glucose; TC, total cholesterol. 
†: Information for validation set. ¶: Mean follow-up duration
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4.3. Follow up, sample size and predictors

The longest median or mean duration of  follow-up time was 18.8 
years [11]. The sample size of  the model derivation varied from 442 
to 407,206. Smaller sample size of  the validation set was observed, 
compared to derivation dataset, and the largest sample size in the 
validation dataset was 91,357 [31]. Every per events (EPVs) ranged 
from 3.3 [24] to 89.73 [26]. Predictors differed largely from the el-

igible articles. 17 unique predictor variables were identified among 
20 prediction models. The most commonly used predictors for the 
prediction model were age (n=17; 85%), sex (n=13; 65%), alanine 
aminotransferase (ALT) (n=7; 35%), alpha-fetoprotein (AFP) (n=5; 
25%), cirrhosis (n=5; 25%), platelet count (n=5; 25%), diabetes 
(n=5; 25%), and HBV DNA (n=5; 25%). Additional information on 
models could be found at Supplementary Table2.

Table2: Model performance characteristics in the included studies

Studies
Development or 

validation
Model performance

Development Validation

Yuen 2009 [24]
Development, internal 
validation

AUC: 0.88, sensitivity, 84.1% (67.7-97.5), 
specificity: 76.2% (60.8-90.7), PPV: 14.0% 
(10.0-26.3)，NPV: 98.3% (99.5-99.9)

Sensitivity: 87.9% (74.0-100.0), specificity: 76.2% (73.3-
79.1), PPV: 14.6% (12.2-17.2), NPV: 99.3% (98.4-100.0)

Wong 2010 [8]
Development, external 
validation

Sensitivity: 88.6% (82.5-94.7), NPV: 
97.8% (96.6-99.0)

AUC at 5 years: 0.76 (0.66-0.86), sensitivity: 78.3% 
(74.3-82.2), specificity: 72.8% (68.5-77.2), PPV: 14.2% 
(10.9-17.5), NPV: 98.3% (89.6-100.0)

Yang 2011 [23]
Development, external 
validation

AUC at 5 years: 0.80 (0.78-0.82)
AUC: 0.78 (0.76-0.81), calibration: correlation coeffcient 
(0.99)

Michikawa 2012 
[33]

Development, internal 
validation

C statistic: 0.94
C statistic: 0.94, calibration: overall observed/expected 
ratio: 1.03 (0.83-1.29)

Wen 2012 [29]
Development, internal 
validation

AUC: 0.93 (0.93-0.95), calibration: 
calibration plot

calibration: calibration plot

Tseng 2013 [22] Development AUC at 10 years: 0.74 (0.68-0.79) _________

Lee 2013 [20]
Development, internal 
validation

AUC at 5 years: 0.89 AUC at 5 years: 0.84 

Singal 2013 [28]
Development, external 
validation

C statistic: 0.64 (0.54-0.73), calibration: 
HL (p=0.69)

C statistic: 0.61 (056-0.67), calibration: HL test (p<0.001)

El-Serag 2014 [26]
Development, internal 
validation

PPV: 62%, calibration: HL test (P=0.95) C statistic: 81.5%, calibration: HL test (p=0.64)

Flemming 2014 
[34]

Development, internal, 
and external validation

C statistic: 0.71 (0.69-0.72), calibration: 
calibration plot

C statistic: 0.69 (0.67-0.71)

Lee 2014 [19]
Development, external 
validation

AUC at 5 years: 0.75 AUC: 0.73

Hung 2015 [11]
Development; external 
validation

C statistic: 0.79 (0.77-0.81), calibration: 
HL test (P=0.405) 

Calibration: HL test (P=0.731)

Ganne-Carrié 2016 
[35]

Development, internal 
validation

AUC at 3 years: 0.72 (0.66-0.77), C 
statistic: 0.72, calibration: correlation 
coeffcient (0.91)

AUC: 0.74 (0.64-0.83), calibration: correlation coeffcient 
(0.86)

Rau 2016 [21]
Development, internal 
validation

AUC: 0.78 (0.76-0.80); sensitivity: 0.67, 
specificity: 0.79, PPV: 0.68, NPV: 0.83

________

Aoki 2017 [32] Development
AUC: 0.82 (0.76-0.87), sensitivity: 88.4%, 
specificity: 63.0%, PPV: 18.9%, NPV: 
98.2%

________

Chung 2017 [30]
Development, internal 
validation

C statistic: 0.96 (0.96-0.96), sensitivity: 
78.6% (67.1-87.5), specificity: 96.1% 
(95.7-96.4), calibration: HL test (p=0.72)

C statistic: 0.94 (0.93-0.94), sensitivity: 67.8% (54.4-
79.4), specificity: 95.9 (95.6-96.2), calibration: HL test 
(p=0.82)

Zhang 2019 [25]  External validation ________ AUC: 0.71 (0.65-0.77), sensitivity: 0.84, specificity: 0.49 

Ioannou 2019 [27]
Development, internal 
validation

AUC: 0.76, C statistic: 0.76, calibration: 
calibration slope (1) 

AUC: 0.75, C statistic: 0.74, calibration: calibration slope 
(0.95)

Demirtas,2020 [49] External validation ________
AUC: 0.75 (0.68-0.82), sensitivity: 78.9%, specificity: 
62.7%

Sinn 2020 [31]
Development, external 
validation

AUC at 10 years: 0.83 (0.77-0.88), c 
statistics: 0.80 (0.74-0.87), calibration: 
correlation coefficient (1). 

AUC at 10 years: 0.92 (0.89-0.95), calibration: 
correlation coefficient (1)

Abbreviation: AUC, Area under curve; PPV, Positive predictive value; NPV, Negative predictive value; HL, Hosmer-Lemeshow.
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Table 3: Risk of  bias assessment based on PROBAST

4.4. Methodological assessment and missing data

Cox proportional hazards model were used in most studies. One 
study applied the machine learning and logistic regress model for 
predicting risk simultaneously [21]. For missing data, most studies 
have not reported. Complete case analysis [ 25, 27, 32, 34] or multiple 
imputation [30] were used to handle missing data.

4.5. Summary of  model performance 

The model performance measures are presented in Table 2. The 
most commonly described measure of  discriminatory value was 
AUC, ranging from 0.64 [28]  to 0.93 [29] for model development, 
and 0.73 [19] to 0.92 [31]for model validation. C statistic was report-
ed on nine articles [11, 26 – 28, 30, 31, 33-35] and three articles both 
described the C statistic and AUC, [27, 31, 35] these C statistic ranged 
between 0.64 [28] and 0.96 [30]. The discriminatory ability in most 
studies was considered good (C statistics over 0.7). Nine articles did 
not report calibration. Internal validation was carried out in ten mod-
els [ 20, 21, 24, 26, 27, 29, 20, 22-35]. Only seven studies conducted 

external validation. 

4.5. Risk of  bias for included studies 

A summary of  the risk of  bias assessment of  models by domains 
is presented in table3, and details on each item across domains are 
presented in Supplementary Table 3. Of  the 20 models, 12 studies 
were defined at low risk of  the participants, predictors and outcome 
domains. However, all models were classified as overall high risk of  
bias, due to a low number of  events per variable, lack of  internal val-
idation, less reporting information on missing data and performance 
measures. Only five studies were assessed at high risk of  bias for the 
participants [ 21, 22, 25, 28, 30], suggesting that the target population 
of  models has good representatives. Only two of  these studies were 
rated at high risk in terms of  predictors [11, 12]. Liver cancer was 
diagnosed based on published guidelines or sophisticated criteria in 
16 studies and thus evaluated at low risk. For applicability, 13 studies 
were defined at low risk, and seven studies were assessed at high risk 
[11, 21, 24, 26, 28, 32, 34] which were less potentially applicable to 
the real setting.

Studies
Risk of Bias (ROB) Applicability Overall
Participants Predictors Outcome Analysis Participants Predictors Outcome ROB Applicability

Michikawa 2012 [33] Low Low Low High Low Low Low High Low
Tseng 2013 [22] High Low Low High Low Low Low High Low
Aoki 2017 [32] Low Low Low High High Low Low High High
Zhang 2019 [25] High Low Low High Low Low Low High Low
Demirtas 2019 [49] Low Low Low High Low Low Low High Low
Yuen 2009 [24] Low Low Low High High Low Low High High
Wong 2010 [8] Low Low Unclear High Low Low Low High Low
Yang 2011 [23] Low Low Low High Low Low Low High Low
Wen 2012 [29] Low Low Low High Low Low Low High Low
Lee 2013 [20] Low Unclear Low High Low Low Low High Low
Singal 2013 [28] High Low Low High High Low Low High High
El-Serag 2014 [26] Low Low High High Low Low High High High
Flemming 2014 [34] Low Low High High Low Low High High High
Lee 2014 [19] Low Low Low High Low Low Low High Low
Hung 2015 [11] Low High Low High High Low Low High High
Rau 2016 [21] High High High High High Low High High High

Ganne-Carrié 2016 [35] Low Low Low High Low Low Low High Low

Chung 2017 [30] High Low Low High Low Low Low High Low
Ioannou 2019 [27] Low Low Low High Low Low Low High Low
Sinn 2020 [31] Low Low Low High Low Low Low High Low

5. Discussion
Risk prediction models for liver cancer have become common in re-
cent years, but the quality and bias haven’t been assessed. In this 
systematic review, we identified and critically appraised 20 studies re-
porting multivariable prediction models for liver cancer. Most stud-
ies were modeling based on high-risk population. Discrimination of  

models was considered acceptable in most studies but the calibration 
was less reported. All models were appraised to have a high risk of  
bias due to a combination of  poor reporting and methodological 
shortcomings. Because of  the high risk of  bias, no model is recom-
mended to being used in a practical environment.

To minimize bias, a prospective cohort design was applied to the ma-
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jority of  studies, and the Cox proportional method to predict risk of  
the development of  liver cancer and potential risk factors was used. 
The strongest advantage of  this design was that the potential risk fac-
tors were assessed carefully before liver cancer diagnosis. In addition, 
information on all participants was acquired under the supervision 
of  the researchers, thus, the results were relatively reliable. However, 
a prospective cohort study is difficult to conduct, which takes at least 
one or two years. Conversely, a retrospective cohort study is compar-
atively less costly based on the immediate availability of  the data [36]. 
But the completeness and authenticity of  this design was limited. In 
this study, retrospective cohort studies with logistic regression model 
were applied in two studies [25, 30]. Case-control design was used in 
only one study [21], which needed relatively fewer subjects, and thus 
the accuracy was less reliable. 

After the risk of  bias evaluation, all models were graded at a high 
risk of  bias for statistical analysis. This was mainly due to a lack of  
consideration of  the complex about data characteristics, overfitting, 
and incorrect management of  missing data. Complexities of  data 
should be handled appropriately. Competing risk can preclude the 
occurrence of  the event of  interest such as death before being diag-
nosed with liver cancer, which may reduce the risk of  developing liv-
er cancer [37]. Censored observation such as loss to follow-up in the 
prospective study may provide more information than we are already 
known. Simply ignoring the censored observations and analyzing the 
uncensored complete observations would lose efficiency and pro-
duce estimation bias [38]. Missing data is a common problem in the 
epidemiological studies. Most studies tended to exclude observations 
with missing value and use complete data or choose not to report 
it, which undoubtedly yielded bias and lost information. There are 
sophisticated methods to handle missing data, and the most common 
way is multiple imputation [39 – 41]. Only one study used multiple 
imputations methods to impute data with missing values [30], where-
as many studies did not provide this information. Enough external 
and internal validation is of  significance to increase the credibility of  
the model, which could increase the applicability of  the model in a 
real-world practice and reduce the possibility of  overfitting. Howev-
er, only six studies and nine publications had external validation and 
internal validation, respectively. Failure of  external validation restrict-
ed the general applicability undoubtedly.   

Population selection of  the derivation and validation process is very 
important to model applicability. A comprehensive and clear descrip-
tion of  the study population could help to understand the observed 
variability among studies and provide information on model applica-
tion. First, the source of  the target population should be considered. 
The majority of  studies in our systematic review were conducted 
on patients with hepatitis B surface antigen seropositive or with cir-
rhosis. Although HBV infection and cirrhosis are the common risk 
factors for liver cancer [42, 43], but the applicability of  models based 
on these patients was limited. Two studies adopted a dataset from the 

average-risk population [29, 30], and one study was conducted in a 
population newly diagnosed with diabetes [21]. In Chi-Pang Wen et 
al, the prediction model could be used both in average-risk general 
public and in high-risk individuals, significantly increasing the appli-
cation efficiency [29]. Sample size is the second main criteria when 
considering the representativeness of  the entire population. Suitable 
sample size could precise the estimates [44]. EPV higher at least 20 
are less likely to be overfitting. Unfortunately, only half  of  the studies 
could meet the criteria. A smaller sample size was observed in the 
external validation dataset.

Despite the variability of  risk prediction models, a series of  common 
predictors (including age, sex, cirrhosis, etc.) were incorporated into 
models, providing more information for future model development. 
Traditional risk factors of  liver cancer combined with specific bio-
markers could produce good discriminatory ability. Potential predic-
tors were assessed which should be suitable for the targeted setting 
in which the model will be implemented. It is also necessary to note 
the accessibility and appropriateness of  the possible predictors. Age 
and sex as common risk factors were nearly included for all risk pre-
diction models. Objective predictors such as ALT, the ratio of  aspi-
rate aminotransferase to ALT, serum HCV RNA levels, and HCV 
genotype are susceptible to machine among different study sites, and 
doctor’s experience. Core promoter mutations were not easily avail-
able in some centers, which might not be a general predictor when 
modeling [45]. Two ways to identify candidate predictors that should 
be taken into account are clinical knowledge and systematic reviews. 

Model performance presented as discrimination and calibration is a 
key factor to assess the effectiveness of  the model. Discrimination 
refers to how well the model differentiates between patients that will 
experience the outcome and who will not [46]. The discriminatory 
ability could be measured as AUC or C statistics. The highest dis-
crimination in the included studies was 0.96 and the lowest discrim-
ination was 0.61. These studies showed a good discrimination (0.7–
0.8 is regarded as acceptable and 0.8–0.9 is excellent [47]. Calibration 
is an assessment of  how closely the predictions of  the model match 
the observed outcomes of  the data [46], which was assessed using 
Hosmer-Lemeshow goodness of  test usually. A poor calibration 
could result in overestimation (when the model predicts a higher risk 
than the actual observed risk) or underestimation (when the model 
predicts a lower risk than the actual observed risk) [48]. However, 
model calibration was poorly reported, which easily been questioned. 
PROBAST, a tool to assess the risk of  bias and applicability of  pre-
diction model studies, which was published in 2019, recommended 
that model discrimination and calibration should be evaluated and 
reported sufficiently [16]. Further study is required to optimize the 
reporting of  the prediction model measures based on this tool.

This review, which, to our knowledge, is the first study to synthesize 
model performance and to evaluate the methodological issues for 
liver cancer prediction models. The source of  risk bias of  the in-
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cluded models was identified, which could provide basic information 
for model development and update in the future. In this study, a ro-
bust and reliable systematic methodology were used, which increased 
credibility. In addition, the current study was based on several in-
ternational databases for analysis, which to some extent decreased 
the missing rate. However, several limitations of  this study deserved 
attention. For instance, the strict inclusion and exclusion criteria were 
used. This may result in deleting studies with potential value. Further, 
confidence intervals were not acquired in some studies. 

6. Conclusions
We identified 20 risk prediction models for liver cancer, and excel-
lent discriminative ability was reported nearly in all models. However, 
these models in our systematic review were rated at high risk of  bias. 
Therefore, there is greater room for the improvement on the risk 
prediction models for liver cancer, particular in the selection of  rep-
resentative population, data management and the reporting of  model 
performance measures in the future.
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